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Neural modeling in current literature relies heavily on computer simulation 
“in silico”. However, even today’s supercomputers cannot simulate large-
scale brain networks in real time. Biological neurons excel in performing 
massive analog computations in parallel at minute power consumption 
within a tiny anatomic space while neuron-to-neuron communication is 
predominantly digital via all-or-none spiking. Neuromorphic silicon neurons 
fabricated on very-large-scale integrated (VLSI) circuits with 
complementary metal-oxide-semiconductor (CMOS) transistor technology 
allow neuronal spiking dynamics to be directly emulated on silicon chips 
with much better power and space efficiencies and computing speed than 
digital simulation. Iono-neuromorphic silicon neurons go even further in 
mimicking not only neuronal spiking dynamics at the network level but also 
ion channel and intracellular ionic dynamics at the cellular level. Such iono-
neuromorphic silicon neuron networks offer a highly efficient computational 
platform that is particularly well-suited for multiscale biophysically-based 
neural computing in real time under stringent power and space/weight 
constraints, with potential applications in cognitive neuroprosthesis, brain–
computer interface, and embedded machine intelligence devices. In this talk, 
I will discuss: 1) recent advances in iono-neuromorphic silicon neuron 
modeling of various complex neuronal dynamics including chaotic 
pacemaker bursting, single-neuron mnemonics with long-lasting persistent 
activity, and spike-rate-dependent/spike-timing-dependent plasticity with 
retrograde endocannabinoid signaling; 2) challenges facing large-scale iono-
neuromorphic computation on CMOS silicon chips and other nanodevices; 
3) recent advances in ultralow-power and three-dimensional CMOS 
technology that will empower the next generation of large-scale iono-
neuromorphic silicon neuron networks and applications.
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• Neural modeling in current literature relies heavily on computer simulation “in silico”. However, even today’s 
supercomputers cannot simulate large-scale brain networks in real time. Biological neurons excel in 
performing massive analog computations in parallel at minute power consumption within a tiny anatomic 
space while neuron-to-neuron communication is predominantly digital via all-or-none spiking. Neuromorphic
silicon neurons fabricated on very-large-scale integrated (VLSI) circuits with complementary metal-oxide-
semiconductor (CMOS) transistor technology allow neuronal spiking dynamics to be directly emulated on 
silicon chips with much better power and space efficiencies and computing speed than digital simulation. 
Iono-neuromorphic silicon neurons go even further in mimicking not only neuronal spiking dynamics at the 
network level but also ion channel and intracellular ionic dynamics at the cellular level. Such iono-
neuromorphic silicon neuron networks offer a highly efficient computational platform that is particularly well-
suited for multiscale biophysically-based neural computing in real time under stringent power and 
space/weight constraints, with potential applications in cognitive neuroprosthesis, brain–computer interface, 
and embedded machine intelligence devices. In this talk, I will discuss: 1) recent advances in iono-
neuromorphic silicon neuron modeling of various complex neuronal dynamics including chaotic pacemaker 
bursting, single-neuron mnemonics with long-lasting persistent activity, and spike-rate-dependent/spike-
timing-dependent plasticity with retrograde endocannabinoid signaling; 2) challenges facing large-scale iono-
neuromorphic computation on CMOS silicon chips and other nanodevices; 3) recent advances in ultralow-
power and three-dimensional CMOS technology that will empower the next generation of large-scale iono-
neuromorphic silicon neuron networks and applications.
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• Evidence for signaling, communication and conductivity in microtubules (MTs) has been shown through both 
direct and indirect means, and theoretical models predict their potential use in both classical and quantum 
information processing in neurons.  The notion of quantum information processing within neurons has been 
implicated in the phenomena of consciousness, although controversies have arisen in regards to adverse 
physiological temperature effects on these capabilities. To investigate the possibility of quantum processes 
in relation to information processing in MTs, a biophysical MT model is presented based on the electrostatic
interior of the tubulin protein.   The interior is taken to constitute a double-well potential structure within which 
a mobile electron is considered capable of occupying at least two distinct quantum states. These excitonic
states together with MT lattice vibrations determine the state space of individual tubulin dimers within the MT 
lattice. Tubulin dimers are taken as quantum well structures containing an electron that can exist in either its 
ground state, or first excited state.  Following previous models involving the mechanisms of exciton energy 
propagation, we estimate the strength of exciton and phonon interactions, and their effect on the formation 
and dynamics of coherent exciton domains within MTs.  Also, estimates of energy and time scales for 
excitons, phonons, their interactions and thermal effects are presented. Our conclusions provide physical 
limitations on the possibility of sufficiently long-lived coherent exciton/phonon structures existing at 
physiological temperatures in the absence of thermal isolation mechanisms.  These results are discussed in 
comparison with previous models based on quantum effects in non-polar hydrophobic regions, which have 
yet to be disproven. We also discuss involvement of microtubules in molecular level memory formation. 
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• In the absence of sensory stimulation, cortical networks are far from silent, but generates rich and ubiquitous 
forms of electrical activity that represent internal brain states. There has been much recent interest in the 
genesis and functional roles of such spontaneous activity or noise in the brain. In this talk, I will argue the 
possibility that cortical networks purposely generate internal noise for optimal spike-based communications 
between neurons. Our modeling is based on a recent experimental finding that cortical networks have both 
strong-sparse and weak-dense synaptic connections. The connectivity of complex networks, such as small-
world topologies, has been attracting much interest and its functional implications are being studied in many 
physical, biological and social systems. However, the significance of the link weight distributions remains 
largely unknown. Our findings suggest that spike-based computations are efficient in “weighted” excitable 
networks. 
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• Current estimates suggest that the human brain consists of several hundred distinct areas, each of which 
explicitly represents different aspects of sensory, cognitive and motor information. Although efforts to model 
peripheral stages of sensory processing have been successful, modeling aimed at more central cognitive 
systems has not yet proved fruitful. One tool that is useful for modeling higher brain areas is linearized 
regression. The purpose of linearized regression is to discover a feature space within which the stimulus-
feature mapping is nonlinear, but the feature-response mapping is linear. Such models make it 
straightforward to conduct hypothesis testing, to fit models with limited data and to perform decoding. I will 
review our use of linearized regression to model neurons and non-neuronal metabolic signals in several 
different visual and cognitive brain areas.
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• He received his Ph.D. from Yale University and did post-doctoral work at the California Institute of 
Technology and Washington University Medical School. His research program focuses on constructing 
quantitative computational models that accurately describe how the brain encodes information during natural 
tasks, and to use these models to decode information in the brain in order to reconstruct mental experiences. 
This computational framework can be used to understand and decode brain activity measured by different 
methods (e.g., functional MRI, NIRS, EEG or ECOG), and in different modalities (i.e., vision, audition, 
imagery and so on).
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